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Abstract. The notion of the Lagrange vector-function is considered for strategic form games. Nash equilibrium conditions are formulated and proved. Pareto-Nash equilibrium conditions are formulated for multi-criteria strategic form games.
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1 Introduction

The problem of Nash equilibrium identification in strategic form games remains actual over a half century. In this paper Nash equilibrium conditions are constructed as an extension of some classical theorems such as von Neumann theorem for matrix games or Kuhn-Tucker optimality conditions for mathematical programming problems. Equilibria principles for multi-criteria strategic games are constructed, also.

Consider the noncooperative game

\[ \Gamma = \langle N, \{X_p\}_{p \in N}, \{f_p(x)\}_{p \in N} \rangle, \]

where

- \( N = \{1, 2, ..., n\} \) is a set of players,
- \( X_p = \{x^p \in R^{n_p} : g^p_i(x^p) \leq 0, i = 1, m^p, h^p_i(x^p) = 0, i = 1, l^p, x^p \in M^p \} \) is a set of strategies of player \( p \in N \),
- \( l^p, m^p, n^p < +\infty, p \in N \).
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Elements $x = (x^1, x^2, ..., x^n) \in X$ are named outcomes of the game (global strategies, situations or strategy profiles).

Without loss of generality suppose that the all players minimize the values of their cost functions.

**Definition [5].** The outcome $\hat{x} \in X$ of the game is a (global, absolute) Nash equilibrium if
\[
  f_p(x^p, \hat{x}^-p) \geq f_p(\hat{x}^p, \hat{x}^-p), \forall x^p \in X^p, \forall p \in N,
\]
where
\[
  \hat{x}^-p = (\hat{x}^1, \hat{x}^2, ..., \hat{x}^{p-1}, \hat{x}^{p+1}, ..., \hat{x}^n),
\]
\[
  \hat{x}^-p \in X_{-p} = X_1 \times X_2 \times \cdots \times X_{p-1} \times X_{p+1} \times \cdots \times X_n,
\]
\[
  \hat{x}^p||\hat{x}^-p = (\hat{x}^p, \hat{x}^-p) = (\hat{x}^1, \hat{x}^2, ..., \hat{x}^{p-1}, \hat{x}^p, \hat{x}^{p+1}, ..., \hat{x}^n) = \hat{x} \in X.
\]

**Definition.** The outcome $\hat{x} \in X$ of the game is a local (relative) Nash equilibrium if there exists such $\varepsilon > 0$ that:
\[
  f_p(x^p, \hat{x}^-p) \geq f_p(\hat{x}^p, \hat{x}^-p), \forall x^p \in X^p \cap V_\varepsilon(\hat{x}^p), \forall p \in N,
\]
where
\[
  V_\varepsilon(\hat{x}^p) = \{x^p \in R^{n^p} : \|x^p - \hat{x}^p\| \leq \varepsilon\}.
\]

There are diverse alternative formulations of the NE (see, e.g., [4]): as a fixed point of the best response correspondence, as a fixed point of a function, as a solution of a nonlinear complementarity problem, as a solution of a stationary point problem, as a minimum of a function on a polytope, as an element of semi-algebraic set. The NES may be considered as an intersection of the graphs of best response multivalued mappings
\[
  NES(\Gamma) = \bigcap_{p \in N} Gr_p,
\]
\[
  Gr_p = \left\{(x^p, x^-p) \in X : x^-p \in X_{-p}, x^p \in \text{Arg min}_{x^p \in X^p} f_p(x^p, x^-p) \right\}, p \in N
\]
[7, 10, 11, 12, 13]. This article is a part of the series of works [7, 10, 11, 12, 13, 14, 15, 16, 17, 18] dedicated to equilibria principles investigation. Remark that the following theorem proofs...
are in most similarly to the proofs of the optimality conditions theorems for mathematical programming problems (see chapter 7) in [9].

Remember the well known result that the all convex continuous compact games have NE \[5\], i.e. \(\text{NES}(\Gamma) \neq \emptyset\).

Let \(L_p(x, u^p, v^p) = f_p(x) + \sum_{i=1}^{m_p} u_i^p g_i^p(x^p) + \sum_{i=1}^{l_p} v_i^p h_i^p(x^p)\) denotes the Lagrange function for the player \(p \in N\), where \(u^p = (u_1^p, u_2^p, ..., u_{m_p}^p)\), \(v^p = (v_1^p, v_2^p, ..., v_{l_p}^p)\) are the Lagrange multipliers. Denote by \(L(x, u, v) = (L_1(x, u^1, v^1), L_2(x, u^2, v^2), ..., L_n(x, u^n, v^n))\) the Lagrange vector function of the game \(\Gamma\).

**Definition.** The point \((\hat{x}, \hat{u}, \hat{v}) = (\hat{x}, \hat{u}^1, \hat{v}^1, ..., \hat{u}^n, \hat{v}^n) \in X \times R_{\geq}^{m_1} \times R_{\geq}^{l_1} \times ... \times R_{\geq}^{m_n} \times R_{\geq}^{l_n}\) is a saddle point of the \(\Gamma\)'s Lagrange vector function if

\[L_p(\hat{x}, u^p, v^p) \leq L_p(\hat{x}, \hat{u}^p, \hat{v}^p) \leq L_p(x^p, \hat{u}^p, \hat{v}^p)\]

for every \(x^p \in M_p, u^p \in R_{\geq}^{m_p}, v^p \in R_{\geq}^{l_p}, p \in N\).

### 2 The Saddle Point and The Nash Equilibrium General Sufficient Condition

**Theorem 1.** If \((\hat{x}, \hat{u}^1, \hat{v}^1, ..., \hat{u}^n, \hat{v}^n)\) is a saddle point of the \(\Gamma\)’s Lagrange vector function \(L(x, u, v)\), than \(\hat{x}\) is a Nash equilibrium for \(\Gamma\).

**Proof.** Assume \((\hat{x}, \hat{u}^1, \hat{v}^1, ..., \hat{u}^n, \hat{v}^n)\) is a saddle point of the Lagrange vector function \(L(x, u, v)\). From the saddle point definition’s left inequality it follows

\[f_p(\hat{x}) + \sum_{i=1}^{m_p} u_i^p g_i^p(\hat{x}^p) + \sum_{i=1}^{l_p} v_i^p h_i^p(\hat{x}^p) = L_p(\hat{x}, u^p, v^p) \leq L_p(\hat{x}, \hat{u}^p, \hat{v}^p) = f_p(\hat{x}) + \sum_{i=1}^{m_p} u_i^p g_i^p(\hat{x}^p) + \sum_{i=1}^{l_p} v_i^p h_i^p(\hat{x}^p).

This inequality is equivalent to

\[f_p(\hat{x}) + \sum_{i=1}^{m_p} (u_i^p - \hat{u}_i^p) g_i^p(\hat{x}^p) + \sum_{i=1}^{l_p} (v_i^p - \hat{v}_i^p) h_i^p(\hat{x}^p) \leq 0,

which implies that \(\hat{x}\) is a Nash equilibrium for \(\Gamma\).
which it is true for every \( u^p \in R^{m_p}_\geq, v^p \in R^{l_p}, p \in N \). From these last \( n \) inequalities it follows that \( \hat{x} \in X \). Furthermore, also it follows that
\[
\hat{u}_i^p g_i^p(\hat{x}^p) = 0, \forall p \in N.
\]

By this equalities and the definition right inequality it follows that
\[
L_p(x^p, \hat{x}^p) \leq L_p(x^p, \hat{x}^p) + \sum_{i=1}^{m_p} \hat{u}_i^p g_i^p(x^p) + \sum_{i=1}^{l_p} \hat{v}_i p(x^p) \leq f_p(x^p, \hat{x}^p)
\]
for every \( x^p \in X_p, p \in N \). This proves that \( \hat{x} \) is the Nash equilibrium for \( \Gamma \).

\[\square\]

3 Necessary and Sufficient Conditions for Convex Strategic Games

Consider the strategic form convex game \( \Gamma \) with strategy sets
\[
X_p = \{ x^p \in R^{m_p} : g_i^p(x^p) \leq 0, i = \overline{1,m_p} \}
\]
where \( g_i^p(x^p), i = \overline{1,m_p} \) are convex on \( R^{m_p}, p = \overline{1,n} \) and the cost function \( f_p(x^p, x^p) \) is convex on \( X_p \), for every fixed \( x^p \in X_{-p}, p = \overline{1,n} \).

The Lagrange regular vector function \( L(x, u) \) for this convex games has components
\[
L_p(x, u^p) = f_p(x) + \sum_{i=1}^{m_p} u_i^p g_i^p(x^p), p = \overline{1,n}.
\]

**Theorem 2.** Let every strategy set \( X_p, p = \overline{1,n} \) satisfies the Slater regularity condition. The outcome \( \hat{x} \in X \) is a Nash equilibrium for \( \Gamma \) if and only if there exist the Lagrange multipliers \( \hat{u}^p \geq 0, p = \overline{1,n} \) such that \((\hat{x}, \hat{u}_1, \ldots, \hat{u}_n)\) is a saddle point for the Lagrange vector function \( L(x, u) \) of the \( \Gamma \).

**Proof.** The sufficiency’s truth follows as a corollary of the theorem 1.

**Necessity.** Suppose that \( \hat{x} \in X \) is a Nash equilibrium. In view of the definition, this implies that for fixed \( \hat{x}^p \in X_{-p} \) the \( \hat{x}^p \) is a global minimum point for \( f_p(x^p, \hat{x}^p) \). Denote
\[
Z = \left\{ \begin{pmatrix} z_0 \\ z \end{pmatrix} \in R^{m_p+1} : \begin{pmatrix} f_p(\hat{x}^p, \hat{x}^p) \\ 0 \end{pmatrix} \right\},
\]
\[
Y = \left\{ \begin{pmatrix} y_0 \\ y \end{pmatrix} \in R^{m_p+1} : \exists x^p, \begin{pmatrix} f_p(x^p, \hat{x}^p) \\ g_i^p(x^p) \end{pmatrix} \leq \begin{pmatrix} y_0 \\ y \end{pmatrix} \right\}.
\]

The sets \( Z \) and \( Y \) are convex. Because \( \hat{x}^p \) is the global minimum point for \( f_p(x^p, \hat{x}^p) \), the sets \( Z \) and \( Y \) don’t have common points. In conformity with the hyperplane separation theorem there exist \((c_0, c) \in R^{m_p+1}, (c_0, c) \neq 0\), such that
\[
(c_0, c^T) \begin{pmatrix} z_0 \\ z \end{pmatrix} \leq (c_0, c^T) \begin{pmatrix} y_0 \\ y \end{pmatrix}
\]
for every \((z_0, z) \in Z, (y_0, y) \in Y\).

From this inequality and the definition of the set \(Z\) it follows that \((c_0, c) \geq 0\).

Because \(f_p(\hat{z}^p, \hat{x}^{-p}, 0)\) belongs to frontier of the set \(Z\), it follows that:

\[
c_0 f_p(\hat{z}^p, \hat{x}^{-p}) \leq (c_0, c^T) \left( \begin{array}{c} y_0 \\ y \end{array} \right) \text{ for every } (y_0, y) \in Y.
\]

As a consequence

\[
c_0 f_p(\hat{z}^p, \hat{x}^{-p}) \leq c_0 f_p(x^p, \hat{x}^{-p}) + c^T g^p(x^p) \text{ for every } x^p.
\]

(1)

The Slater regularity condition and \(c \geq 0\) implies that \(c_0 > 0\).

By dividing inequality (1) with \(c_0\) it follows

\[
\hat{u}^p \geq 0,
\]

(2)

\[
f_p(\hat{z}^p, \hat{x}^{-p}) \leq f_p(x^p, \hat{x}^{-p}) + (\hat{u}^p)^T g^p(x) \text{ for every } x^p,
\]

(3)

where \(\hat{u}^p = \frac{1}{c_0} c\).

By substitution \(x^p = \hat{z}^p\) in (3) we obtain \((\hat{u}^p)^T g(x^p) \geq 0\). Because \(\hat{u}^p \geq 0, g^p(x^p) \leq 0,\) we have \((\hat{u}^p)^T g^p(\hat{z}^p) \leq 0\). The last two relations imply

\[
(\hat{u}^p)^T g^p(\hat{z}^p) = 0.
\]

As well \(g^p(\hat{z}^p) \leq 0,\) it follows

\[
f_p(\hat{z}^p, \hat{x}^{-p}) \geq f_p(\hat{z}^p, \hat{x}^{-p}) + u^p g^p(\hat{z}^p),
\]

(4)

for every \(u^p \geq 0\).

From (2)–(4) it follows that \((\hat{x}, \hat{u}^1, ..., \hat{u}^n)\) is a saddle point for the Lagrange vector function of the \(\Gamma\).

Theorem 3. Let the all functions \(f_p(x), g^p_i(x^p), i = 1, m_p, p = 1, n\) are differentiable on \(\hat{x}\) and every strategy set \(X_p\) satisfies the Slater regularity conditions. The outcome \(\hat{x} \in X\) is a Nash equilibrium for \(\Gamma\) if and only if there exist the Lagrange multipliers \(\hat{u}^p \geq 0, p = 1, n\) such that the following conditions are verified

\[
\frac{\partial L_p(\hat{x}, \hat{u}^p)}{\partial x^p_j} = 0, \quad j = 1, n_p, p = 1, n,
\]

\[
\hat{u}^p_i g^p_i(\hat{z}^p) = 0, \quad i = 1, m_p, p = 1, n.
\]

Proof. Necessity. Let \(\hat{x} \in X\) is a Nash equilibrium. In view of the definition, this implies that for fixed \(\hat{x}^{-p} \in X_{-p}\) the \(\hat{z}^p\) is a minimum point for \(f_p(x^p, \hat{x}^{-p})\).

Associate with the \(\Gamma\) the equivalent game \(\Gamma'\) with the strategy sets

\[
X'_p = \{(x^p, s^p) \in R^{m_p+l} : g^p_i(x^p) + s^p_i = 0, i = 1, m_p\}
\]

and the same cost functions.
The Lagrange vector function of the $\Gamma'$ has components 

\[ \Lambda_p(x, u^p, s^p) = L_p(x, u^p) + s^2, \quad p = \overline{1,n}. \]

The Lagrange principle may be applied to $\Gamma'$ and we obtain the system 

\[
\begin{align*}
\frac{\partial \Lambda_p(\hat{x}, u^p, s^p)}{\partial x^p_j} &= \frac{\partial L_p(\hat{x}, u^p)}{\partial x^p_j} = 0, \quad j = \overline{1,n}, \quad p = \overline{1,n}, \\
\frac{\partial \Lambda_p(\hat{x}, u^p, s^p)}{\partial s^p_i} &= u^p_i s^p_i = 0 \iff u^p_i g^p_i(\hat{x}^p) = 0, \quad i = \overline{1,m}, \quad p = \overline{1,n}, \\
\frac{\partial \Lambda_p(\hat{x}, u^p, s^p)}{\partial u^p_i} &= 0 \iff g^p_i(\hat{x}^p) \leq 0, \quad i = \overline{1,m}, \quad p = \overline{1,n},
\end{align*}
\]

which is obligatory verified for some $\hat{u}^p \geq 0, \quad p = \overline{1,n}$.

**Sufficiency.** Suppose that $\hat{x}$ and $\hat{u}^p \geq 0, \quad p = \overline{1,n}$ verify the theorem’s conditions. Because $L_p(x^p, x^{-p}, u^p)$ are convex by $x^p$ for fixed $x^{-p}$ and $u^p$, then 

\[ L_p(x^p, \hat{x}^{-p}, \hat{u}^p) \geq L_p(\hat{x}, \hat{u}^p) + (x^p - \hat{x}^p)^T \frac{\partial L_p(\hat{x}, \hat{u}^p)}{\partial x^p}. \]

It follows that 

\[ L_p(\hat{x}, \hat{u}^p) \leq L_p(x^p, \hat{x}^{-p}, \hat{u}^p) \quad (5) \]

for every $x^p$.

Because $L_p(x, u^p)$ is linear by $u^p$ we have 

\[ L_p(\hat{x}, u^p) = L_p(\hat{x}, \hat{u}^p) + (u^p - \hat{u}^p)^T \frac{\partial L_p(\hat{x}, \hat{u}^p)}{\partial u^p}. \]

From this and the strategy set definition it follows that 

\[ L_p(\hat{x}, u^p) \leq L_p(\hat{x}, \hat{u}^p), \quad u^p \geq 0, p = \overline{1,n}. \quad (6) \]

Inequalities (5)–(6) prove that $(\hat{x}, \hat{u}^1, ..., \hat{u}^n)$ is the saddle point for the Lagrange vector function of the $\Gamma$. Consequently, on the base of the theorem 2 it follows that $\hat{x}$ is the Nash equilibrium for $\Gamma$.

\[
\square
\]

Theorem 2 and 3 may be formulated with some modifications for the cases when strategy sets include equations and sign restrictions. Thus, e.g., if 

\[ X_p = \{ x^p \in \mathbb{R}^{n_p} : g^p_i(x^p) \leq 0, \quad i = \overline{1,m_p}, x^p_j \geq 0, \quad j = \overline{1,n_p} \} \]

where $g^p_i(x^p), i = \overline{1,m_p}$ are convex on $\mathbb{R}^{n_p}$ then may be proved
Theorem 4. Let the all functions $f_p(x), g_{ip}^p(x^p), i = \overline{1, m_p}, p = \overline{1, n}$ are differentiable on $\hat{x}$ and every strategy set $X_p$ satisfies the Slater regularity conditions. The outcome $\hat{x} \in X_p$ is a Nash equilibrium for $\Gamma$ if and only if there exist the Lagrange multipliers $\hat{u}_p^p \geq 0, p = \overline{1, n}$ such that the following conditions are verified

$$\frac{\partial L_p(\hat{x}, \hat{u}_p^p)}{\partial x_p^j} \geq 0, \quad j = \overline{1, n_p}, p = \overline{1, n},$$

$$x_p^j \frac{\partial L_p(\hat{x}, \hat{u}_p^p)}{\partial x_p^j} = 0, \quad j = \overline{1, n_p}, p = \overline{1, n},$$

$$\hat{u}_i^p g_{ip}^p(\hat{x}_p^p) = 0, \quad i = \overline{1, m_p}, p \in N.$$

Evidently, if the convexity requirement misses in $\Gamma$ statement, then theorems 3 and 4 must be formulated only as necessary conditions for local Nash equilibrium.

Generally, from the practical and algorithmic points of view, equilibrium conditions from theorem 4 require to solve $2^{n_1 + \ldots + n_p + m_1 + \ldots + m_p}$ systems of nonlinear equalities and inequalities. This is a difficult problem to solve already for modest games dimensions.

For various game statements other equilibrium conditions may be formulated and proved.

4 Equilibrium Principles and Conditions for Multi-Criteria Strategic Games

Suppose that in game $\Gamma$ every player $p$ has $k_p$ cost functions $f_i^p(x), i = \overline{1, k_p}, p = \overline{1, n}$ to minimize and the strategy sets are

$$X_p = \{x^p \in \mathbb{R}^{n_p} : g_{ip}^p(x^p) \leq 0, i = \overline{1, m_p}\}$$

where $g_{ip}^p(x^p), i = \overline{1, m_p}$ are defined on $\mathbb{R}^{n_p}, p = \overline{1, n}$.

Based on optimality notions for multi-criteria optimization problems (see, e.g., [6, 7]), diverse equilibria notions may be defined [1, 8, 2, 3, 19].

Definition. The outcome $\hat{x} \in X$ of the multi-criteria game is a Pareto-Nash (multi-criteria Nash) equilibrium if doesn’t exist $p \in N$ and $x^p \in X_p$ such that

$$f_p(x^p, \hat{x}_p^p) \leq f_p(\hat{x}_p^p, \hat{x}_p^p).$$

Definition. The outcome $\hat{x} \in X$ of the multi-criteria game is a weak Pareto-Nash (Slater-Nash, weak multi-criteria Nash) equilibrium if doesn’t exist $p \in N$ and $x^p \in X_p$ such that

$$f_p(x^p, \hat{x}_p^p) < f_p(\hat{x}_p^p, \hat{x}_p^p).$$

The set of the all Pareto-Nash Equilibria (PNES) may be defined also as intersection of the graphs of Pareto optimal response multivalued mappings.
Theorem 5. Let the all functions $f_i^p(x^p, x^{-p}), i = 1, k_p, g_i^p(x^p), i = 1, m_p, p = 1, n$ are convex on $\mathbb{R}^{n_p}$ for fixed $x^{-p} \in X_{-p}$. If the outcome $\hat{x} \in X$ is a Pareto-Nash equilibrium for $\Gamma$, then there exist multipliers $\hat{\rho}^p \geq 0, \sum_{i=1}^{k_p} \rho_i^p = 1, p \in N$ such that the $\hat{x}^p$ is the solution of the optimization problem

$$F_p(x^p, \hat{x}^{-p}, \hat{\rho}^p) \to \min, \quad x^p \in X_p. \tag{7}$$

The proof is based on theorem 1 (p. 181) from [7].

Let us examine the game $\Gamma(\rho)$ which is distinguished from $\Gamma$ by players cost functions $F_p(x, \rho^p), p \in N$.

Theorem 6. Let the all functions $f_i^p(x^p, x^{-p}), i = 1, k_p, g_i^p(x^p), i = 1, m_p, p = 1, n$ are convex on $\mathbb{R}^{n_p}$ for fixed $x^{-p} \in X_{-p}$. If the outcome $\hat{x} \in X$ is a Pareto-Nash equilibrium for $\Gamma$, then there exist multipliers $\hat{\rho}^p \geq 0, \sum_{i=1}^{k_p} \rho_i^p = 1, p \in N$ such that the $\hat{x}$ is the Nash equilibrium for $\Gamma(\rho)$.

Theorem 6 is a corollary of theorem 5.

Theorem 7. Let the all functions $f_i^p(x^p, x^{-p}), i = 1, k_p, g_i^p(x^p), i = 1, m_p, p = 1, n$ are convex on $\mathbb{R}^{n_p}$ for fixed $x^{-p} \in X_{-p}$, are differentiable on $\hat{x}$ and every strategy set $X_p$ satisfies the Slater regularity conditions. If the outcome $\hat{x} \in X$ is a Pareto-Nash equilibrium for $\Gamma$, then there exist $\hat{\rho}^p \geq 0, \sum_{i=1}^{k_p} \rho_i^p = 1, p \in N$ and $\hat{u} \geq 0$ such that the following conditions are verified

$$\frac{\partial L_p(\hat{x}, \hat{\rho}^p, \hat{u}^p)}{\partial x_j^p} = 0, \quad j = 1, n_p, p = 1, n,$$

$$\hat{u}_i^p g_i^p(\hat{x}^p) = 0, \quad i = 1, m_p, p \in N,$$

where $L_p(\hat{x}, \hat{\rho}^p, \hat{u}^p) = F_p(x, \rho^p) + \sum_{i=1}^{m_p} u_i^p g_i^p(x^p), p = 1, n.$
Theorem 7 follows as corollary from theorems 5–6 and 3. Remark that theorems 5–7 formulate only necessary equilibrium conditions. An affirmation similar with the theorem 4 remark is valid for equilibrium conditions of the theorem 7.

**Theorem 8.** If $\hat{x}$ is the solution of the problems (7) for some $\rho^p > 0, p \in \mathbb{N}$, then $\hat{x}$ is the Pareto-Nash equilibrium in $\Gamma$.

If $\hat{x}$ is the unique solution of the problems (7) for some $\rho^p \geq 0, p \in \mathbb{N}$, then $\hat{x}$ is the Pareto-Nash equilibrium in $\Gamma$.

The proof is based on theorem 1′ (p. 183) from [7]. Other different Pareto-Nash, weak Pareto-Nash etc. equilibrium conditions may be formulated and proved for multi-criteria strategic game $\Gamma$.

### 5 Conclusions

Traditionally, von Neumann theorem for matrix games is considered a particular case of the Nash theorem. In this work, by theorems 1–4 we illustrate that the well known von Neumann theorem for matrix games may be extended on strategic form games. Theorems 3–4 are Kuhn-Tucker type theorems for strategic form games.

Theorems 5–8 are extensions on multi-criteria strategic form games of the well known theorems for multi-criteria optimization problems.
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